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Report Summary  
 
For its many benefits to consumers and markets, technological change may be most notable for 
the challenge it presents to incumbent firms. From microcomputers to MP3 players, there are 
numerous examples of established firms misinterpreting the impact of new technology, leading 
to their own demise.  
 
Why do firms fail when faced with technological change? Of several prominent theories, the 
theory of “disruptive technologies” has been dominant. This theory posits that disruption occurs 
when a technology that is superior on a new dimension that appeals to a niche, but inferior on a 
dimension that appeals to the mass market, improves on the latter dimension to meet the needs of 
the mass market. The theory suggests that such a lower attack is potentially “disruptive,” because 
managers of incumbent firms may ignore or belittle a seemingly inferior technology. However, 
this theory lacks precise definitions, suffers from tautologies, lacks adequate empirical testing, 
and has no predictive model. 
 
Authors Sood and Tellis attempt to remedy these problems with a new schema, new empirical 
data, and a new predictive model. The proposed schema has clear definitions for types of 
technologies, types of attacks, and domains of disruption, and explains the dynamics of 
competition between new and dominant technologies. They derive seven testable hypotheses, 
which they test using historical data on 36 platform technologies from seven markets. Further, 
they carry out an out-of-sample predictive analysis that shows good to high sensitivity and 
specificity in predicting disruption. 
 
To begin, the authors distinguish between an upper attack—where an entering new technology 
performs better than the dominant technology—and a lower attack—where an entering new 
technology performs worse than the dominant technology on the primary dimension of 
performance. They also identify three domains of disruption, in each of which disruption could 
occur independently: technology, firm, and demand. Technology disruption occurs when the new 
technology crosses the performance of the dominant technology on the primary dimension of 
performance. Firm disruption occurs when the market share of a firm whose products use a new 
technology exceeds the market share of the largest firm whose products use the highest-share 
technology. Demand disruption occurs when the total share of products in the market based on a 
new technology exceeds the share of products based on the dominant technology. 
 
The results of their analysis suggest that many aspects of the disruptive technologies theory are 
exaggerated. Though an entrant disrupting a well-funded, giant incumbent with a lower attack 
makes for a good story, such disruptions account for only a small fraction of all cases—for 
example, only 8% of all technology disruptions and 25% of all firm disruptions were caused by 
entrants using a lower attack. The hazard of disruption by incumbents is significantly higher than 
that by entrants. Further, technologies that adopt a lower attack are not cheaper than older 
technologies. 
 
The analysis reveals other interesting patterns of technology competition. First, at many points in 
time, competing technologies co-exist. In some cases, disrupted technologies continue to survive 
and co-exist with the new technology by finding a niche market. Moreover, technology 
disruption is not permanent due to multiple crossings in technology performance. 
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Second, new secondary dimensions of performance frequently emerge among competing 
technologies. For example, while competition in monitors occurred in mainstream markets on the 
primary dimension of performance (resolution), at the same time, LCDs introduced the 
dimension of compactness, plasma the dimension of screen size, and OLED the dimension of 
convenience and low power consumption. A new technology almost always introduces a new 
dimension of importance to niche markets—even while they are competing with the old 
technologies on a primary dimension for the mainstream segment.  
 
Third, some technologies experience disruption in one domain but not another. For example, 
incandescent lamps continue to dominate in the demand domain, even after being disrupted in 
the technology domain by better-performing technologies.  
 
Fourth, most technologies do not improve smoothly over time as the theory of disruptive 
innovations predicts. Neither do most technologies improve in the shape of S-curves. Rather, 
improvement is sporadic with many periods of no improvement followed by spurts of big 
improvements. For example, gas discharge was stagnant for many years and lost technological 
superiority to a competing technology, arc discharge, which improved frequently every few years 
after its entry. However substantial improvement after almost 20 years propelled gas discharge 
into a position of superiority again. 
 
Finally, firms that introduce a new technology may not be the ones to cause disruption. For 
example, while Optel Inc. introduced LCD technology, Samsung disrupted the incumbents and 
became the market leader. So first-mover advantage is not sufficient for disruption. 
 
Ashish Sood is Assistant Professor of Marketing, Goizueta School of Business, Emory University. 
Gerard J. Tellis is Professor of Marketing, Director of the Center for Global Innovation, and 
Neely Chair in American Enterprise at the Marshall School of Business, University of Southern 
California.  
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Introduction 

Technological change is critically important to firms for several reasons. First, it has the 

potential to obsolete assets, labor, and intellectual capital of incumbents in the market. For 

example, electronic commerce obsoleted many of the old business processes in the banking 

industry. Second, it can create entirely new markets, with new products, new customers, and 

exploding demand. For example, MP3 technology facilitated the iPod revolution with massive 

demand for products, services, and accessories. Third, technological evolution enables firms to 

target new segments within a market with improved products. For example, improvements in 

LCD monitors enabled firms to target the segment of consumers with mobile computing needs. 

Fourth and most importantly, incumbents often misinterpret the potential impact of the new 

technology and this error causes their demise. For example, microcomputers killed off 

manufacturers of mini-computers.  

The failure of firms in the face of technological change has been a topic of intense 

research and debate in the strategy literature (e.g. Schumpeter 1934; Freeman 1974; Henderson 

and Clark 1990; Henderson 1993; Cohen and Levinthal 1990). An early attempt to understand 

this phenomenon was by Foster (1986). He posited the Theory of S-Curves that suggested that 

technologies evolve along successive S-curves; incumbents fail if they miss to switch to a new 

technology that passes the incumbent’s technology in performance. Tushman and Anderson 

(1986) refined this theory by distinguishing between competence-enhancing and competence-

destroying technological changes. They argued that failure occurred only when the new 

technology destroyed, rather than enhanced, the expertise of the incumbents. Other researchers 

built on the Theory of Punctuated Equilibrium (Gould and Eldredge 1977) to propose a demand 

side explanation to the phenomenon of disruption (Levinthal 1998; Adner 2002; Adner and 
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Zemsky 2005; Mokyr 1990). They suggested that disruption occurs when a new technology that 

starts in one domain moves to a new domain with potentially higher demand and additional 

resources. Christensen (1997) proposed the theory of disruptive innovations. It posited that 

disruption occurred when an initially inferior technology, introduced by a new entrant improved 

to meet the needs of the mass market (Bower and Christensen 1995). 

Of the three theories, Christensen’s (1997) theory has won the most attention and widest 

acclaim from both managers and researchers (Henderson 2006; Gilbert 2003; King and Tucci 

2002; Adner 2002; Adner and Zemsky 2005; Grove 1998; Gilbert and Bower 2002). Books on 

disruption have sold hundreds of thousands of copies, readings on disruption are among the most 

used in MBA classes, and a Google search suggests that the term ‘disruptive innovation’ is the 

most popular innovation term.  

However, researchers have pointed to at least four weaknesses in the theory. First, 

researchers claim that the central thesis about a disruptive technology causing disruption appears 

tautological (Cohan 2000; Danneels 2004; Markides 2006). Christensen’s writings alone suggest 

that the term could take on different meanings (Danneels 2004; Tellis 2006). The major issue is 

the use of the same term to describe both the causative agent (disruptive technology) and the 

effect (disruption). For example, Kostoff, Boylan, and Simons (2004 p 142) state, “disruptive 

technologies … can be revealed as being disruptive only in hindsight.” 

Second, the theory is ambiguous as to which domain of disruption the theory applies 

(Danneels 2004; Markides 2006). We identify three domains of disruption: technology domain 

(performance evolution), firm domain (competitive survival), and demand domain (market 

acceptance). 

Third, many authors point to a scarcity of empirical evidence to validate the 
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generalizability of the claims (Govindarajan and Kopalle 2006; Danneels 2004; Tellis 2006; 

Utterback and Acee 2005). Danneels (2004 p. 251) calls for new research on a “comprehensive 

list of technologies” to examine “the mechanisms and effects” of disruptive technologies on firms 

and markets. Cohan (2000) suggests that the results on the effects of disruptive technologies may 

not hold as well if the sample were drawn randomly.  

Fourth, the theory lacks predictive ability (Tellis 2006; Kostoff, Boylan, and Simons 

2004). Barney (1997) urges development of a predictive model to rule out cherry-picking or luck 

as an alternative explanation of why some technologies are more disruptive than others.  

To summarize, we seek answers to the following specific questions with the goal of 

infusing this theory with validity: 1) What is a disruption? 2) Who introduces a disruptive 

technology and who survives disruption? 3) What are the causes of disruption? 4) When does 

disruption occur and how can we predict it? 

We make three contributions to prior literature in this paper. First, we develop a new 

schema, which identifies key variables, defines key terms, and allows us to derive seven testable 

hypotheses. Second, we conduct an empirical test of the hypotheses by sampling all platform 

technologies in seven markets, rather than selectively sampling those that may or may not fit the 

hypotheses. Third, we develop a model that can predict the hazard of disruption of a new 

technology. The next section presents the method and results of the study. The last section 

discusses the findings, limitations, and implications of the study.  

Theory  

This section presents a new schema and develops hypotheses about the impact of 

technological change on markets.  
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Schema 
Our new schema defines constructs, expands the set of drivers of disruption, and provides 

the foundation for hypotheses and a predictive model. Our definitions cover types of 

technologies, types of technological attack, dynamics of competition, and domains of disruption. 

To avoid circularity, we define concepts in terms of technological characteristics rather than 

effects that lead to premises true by definition, e.g., “disruptive,” “sustaining,” or 

“revolutionary”.  

Definition of technologies 
What is a technology? Following Sood and Tellis (2005), we define a technology as a 

platform based on a unique scientific principle, on which firms manufacture products to serve 

customers’ needs in a particular market. For example, in the lighting market, incandescence, 

fluorescence, or Light Emitting Diodes (LED), are three entirely independent scientific 

principles, each of which provides a platform on which firms produce products to serve 

consumers’ need for light. Thus, they constitute three independent technologies for lighting. 

Innovations within each technology could cause it to improve in performance over time. We 

classify these innovations as belonging either to component innovations (in parts or supplies) or 

design innovations (in layout or links) (see Table 1). However, as long as the scientific principle 

remains the same, we assign all these innovations to the same technology. For example, large 

and compact fluorescent bulbs exemplify various design innovations within the fluorescence 

technology. Carbide and tungsten filaments exemplify component innovations within 

incandescence technology. The improvement in performance of a platform technology over time 

is due to these design and component innovations. 

Definition of technological attack 
How does a new technology attack the dominant technology? To answer this question, 
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we first identify an objective measure of the performance of a technology, which is important to 

the mainstream segment and forms the primary dimension of competition in the market. We 

define a market as a set of consumers whose similar needs are being served by a set of competing 

technologies, firms, and brands. For example, storage capacity is an important primary 

dimension of competition in the market for computer storage technologies. All other attributes of 

technologies would be secondary dimensions of competition. We then define two types of 

attacks: lower and upper attacks. A lower attack occurs when, at the time of its entry, a new 

technology performs worse than the dominant technology on the primary dimension of 

performance. An upper attack occurs when, at the time of its entry, a new technology performs 

better than the dominant technology on the primary dimension of performance.. 

Dynamics of competition 
What are the dynamics of competition between the new technology and dominant 

technology? For simplicity of exposition, following Christensen (1997), we assume the market 

has two technologies (dominant and new), two dimensions (primary and secondary), and two 

segments: a mainstream and a niche segment. (The empirical analysis allows for multiple 

technologies and dimensions). Figure 1 illustrates the dynamics of competition between the 

dominant technology and the new technology on the primary and secondary dimensions in one 

market. Both segments have similar needs but differ in their preferences: the mainstream 

segment favors the primary dimension while the niche segment favors the secondary dimension, 

as shown by their locations in Figure 1. At time t1, the dominant technology is strong on the 

primary dimension but weak on the secondary dimension, while the reverse holds for the new 

technology. Given this preference distribution, at time t1, the mainstream segment prefers the 

dominant technology, while the niche segment prefers the new technology.  

Again, following Christensen (1997), we assume the segments have fixed preferences but 
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technologies improve over time, as shown by the arrows in Figure 1. Both technologies improve 

on the primary dimension over time. At time t2, the dominant technology exceeds the needs of 

the mainstream segment on this dimension. However, the new technology improves sufficiently 

on the primary dimension so as to appeal to the mainstream segment, because it now meets its 

need on both the primary and secondary dimension. Thus, at time t2, the new technology disrupts 

the dominant technology. The niche segment plays the role of providing a demand for the new 

technology, while it improves in performance on the primary dimension and meets the needs of 

the mainstream segment. Note, as does Christensen (1997), for this analysis, it is sufficient to 

assume segments with fixed preferences, so long as technologies improve over time.  

Domains of disruption 
We identify three domains of disruption, in each of which disruption could occur 

independently: technology, firm, and demand. Technology disruption occurs when the new 

technology crosses the performance of the dominant technology on the primary dimension of 

performance. We use the term dominant technology to refer to the technology with the best 

performance on the primary dimension at the time a new technology enters the market. Firm 

disruption occurs when the market share of a firm whose products use a new technology 

exceeds the market share of the largest firm whose products use the highest-share technology. 

We use the term highest-share technology to refer to the technology with the highest market 

share at the time a new technology enters the market. Note by this definition, either an entrant or 

an incumbent can disrupt the largest firm whose products use the dominant technology. 

However, if the highest market share firm is farsighted and itself builds the highest market share 

in this new technology, then no firm disruption would occur. Demand disruption occurs when 

the total share of products in the market based on a new technology exceeds the share of 

products based on the dominant technology. We use the term market disruption to refer 
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inclusively to all three domains of disruption. 

Summary 
These constructs for technology, direction of attack, and domains of disruption constitute 

our new schema. The schema allows us to organize terms used in the prior literature (see Table 

2). In particular, Christensen’s (1997) term disruptive technology would be equivalent to a new 

technology adopting a lower-attack that is also superior to the dominant technology on a 

secondary dimension (see Tables 1 and 2). Christensen, Anthony, and Roth’s (2004) term 

sustaining displacing would be equivalent to a new technology adopting an upper-attack. Note 

that Christensen (1997)’s terms sustaining incremental and sustaining radical innovations are 

equivalent to design and component innovations that improve a current technology’s 

performance along the primary dimension of performance. Design innovations are also what 

Henderson and Clark (1990) call architectural innovations. From Table 2, note also that relative 

to the literature, this is the only study that covers all three domains of disruption and both types 

of attacks in one empirical analysis. 

Hypotheses  
With the help of the above schema, we formulate seven testable hypotheses - three on 

technological entry and four on the hazard of disruption. 

Technological entry  
Who introduces technologies that use a lower attack (potentially disruptive)? Proponents 

of the theory of disruptive innovations assert that “the firms that led the industry in every 

instance of developing and adopting disruptive technologies were entrants to the industry, not its 

incumbent leaders” (Christensen 1997 p.24). Why does this occur? According to the theory, 

entrants are willing to experiment with new technologies targeted towards niche segments 

(Christensen 1997). These firms are also not deterred by the lower profit margins and smaller 
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sales volumes from niche segments relative to the mainstream segment (Christensen and 

Rosenbloom 1995). On the other hand, incumbents firms get most of their revenues and profits 

from the existing technology marketed to the mainstream segment (Raffi & Kampas 2002). So, 

they devote all their efforts and energies to perfect their current technology marketed to the 

mainstream segment. The established routines within the incumbent firms do not provide 

sufficient incentives to develop these new skills and knowledge associated with the new 

technology. These arguments suggest the following hypothesis: 

H1: Technologies using a lower attack (potentially disruptive) come primarily from entrants. 

Who introduces technologies that use an upper attack (sustaining displacing)? 

Christensen, Anthony, and Roth (2004) suggest that the technologies adopting an upper attack 

(“sustaining displacing”) are introduced mainly by incumbents. Incumbents focus on satisfying 

their current demanding customers with both simple, incremental improvements and 

breakthrough jumps up the current trajectory of performance improvement. Incumbents have 

more resources, higher profits, and more at stake than new entrants. Incumbents can readily 

deploy sustaining displacing innovations because they may not require substantial changes to 

their overall value-creating system (business model). They can use the same manufacturing and 

distribution process, if the new technology fits their R&D capabilities and delivers benefits that 

are consistent with the brand promise. These arguments lead to the following hypothesis: 

H2: Technologies using an upper attack (sustaining displacing) come primarily from incumbents.  

How do technologies using a lower attack differ from the dominant technology? The 

theory of disruptive innovations suggests that firms target the less demanding niche customers 

with lower performing technologies. The technologies using a lower attack are “typically 

simpler, cheaper, easier, and more convenient than dominant technologies” (Christensen 1997 
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p.267). Even though these technologies may improve over time, at entry, these technologies are 

crude but more affordable than dominant technologies. Underlying all these arguments is 

Christensen (1997)’s assumption that performance and cost are correlated and a lower attack also 

makes the technology less expensive. Moreover, new technologies are initially less feature rich 

and focus on primarily providing the basic consumer benefit. By targeting only the small niche 

segments, firms also reduce costs by limiting the product range. These arguments suggest:  

H3: Technologies using a lower attack (potentially disruptive) are priced lower than dominant 
technologies at entry. 

Hazard of disruption  
Which type of firm is more likely to disrupt? The theory suggests that incumbents are 

unlikely to disrupt because they focus predominantly on their current customers for several 

reasons. First, incumbents get their revenues primarily from their current mainstream segment 

whereas entrants target the less profitable segments and the less demanding customers 

(Christensen, Anthony and Roth 2004). Second, incumbents do not possess appropriate resources 

and competencies to compete with entrants, who introduce a new value proposition and serve 

demand on a new secondary dimension (see Figure 1). For example, incumbents making CRT 

monitors could not compete effectively with entrants making LCD monitors on the secondary 

dimension of compactness even though they made efforts to reduce the size of old CRT monitors 

by introducing flat screen CRT monitors. Third, incumbents often do not appreciate the real 

threat of a new technology (Christensen and Raynor 2003; Henderson 2006; Gilbert 2003). For 

example, incumbents making CRT monitors discounted the potential increase in resolution of 

LCD monitors. These arguments suggest: 

H4: The hazard of disruption is higher from an entrant than from an incumbent. 

What type of technological attack is more likely to cause firm or demand disruption? The 
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theory suggests that a lower attack is deceptively more dangerous than an upper attack because 

firms that focus on the dominant technology do not perceive the new technology as a threat often 

till it is too late. The lower performance lulls incumbents into thinking that these new 

technologies will not appeal to the mainstream segment, which values the high performance of 

the dominant technology. Over time, the improvement of the dominant technology on the 

primary dimension exceeds the needs of the mainstream segment creating conditions of 

“performance oversupply” (Christensen 1997). Disruption occurs when the improvement of the 

new technology increases its appeal to the mainstream segment. When this change occurs, 

Utterback (1994) asserts that incumbents lack the required set of capabilities to compete with 

entrants regardless of how well they are positioned to serve the mainstream segment. These 

arguments suggest:  

H5: The hazard of firm or demand disruption is higher if a new technology uses a lower attack. 

How does firm size affect disruption? Extant theories relate strategies on technology to 

size of firms. Small firms lack the weaknesses that often beset large firms like technological 

inertia (Ghemawat 1991), complacency (Robertson, Eliashberg, and Rymon 1995), arrogance 

(Lieberman and Montgomery 1988), and reluctance to cannibalize existing products (Chandy 

and Tellis 1998). Small firms are more research productive than large firms, especially in highly 

innovative industries requiring skilled labor (Acs and Audretsch 1988). During the early life of 

technologies, these capabilities are more important than the advantages of scale and scope of 

large firms (Pavitt and Wald 1971; Acs and Audretsch 1988). These arguments suggest: 

H6a: The hazard of disruption is higher if a new technology is introduced by a small firm. 

However, some recent research suggests that incumbents may be better positioned to take 

advantage of new technologies because of superior financial and managerial resources (Hill and 
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Rothaermel 2003; Rothaermel 2001), R&D capability (Rothaermel and Hill 2005), and 

complementary assets (Tripsas 1997). Chandy and Tellis (2000) find that in recent decades, 

radical innovations come mainly from large firms. These arguments lead to this rival hypothesis: 

H6b: The hazard of disruption is lower if a new technology is introduced by a small firm. 

Is the hazard of disruption higher if a technology is priced lower than the dominant 

technology at entry? The theory of disruptive innovations suggests that products based on 

technologies that adopt a lower attack are initially priced lower and are of a cruder design than 

the dominant technology. Characteristics of such technologies make them attractive to niche 

customers but not the mainstream segment. For example, lower costs reduce the perceived risk 

while crude designs reduce the perceived complexity of the new technology (Rogers 2003). 

Moreover, such technologies target new consumers or those in low-end markets (Christensen 

1997) avoiding direct competition with the dominant technology. Reduced competition may help 

firms to maintain lower costs by reducing marketing expenditures and to transfer these 

advantages to customers via lower prices. These arguments suggest: 

H7: The hazard of disruption is higher if a new technology is lower priced than the dominant 
technology at entry. 

Control variables 
We use two control variables: change in performance of new technology and order of 

entry for two reasons. First, extant theory suggests that higher performance of the new 

technology increases its appeal to the mainstream segment. This improved performance of the 

new technology increases the hazard of disruption of the dominant technology. So we use change 

in performance of the new technology as a control variable. Second, prior literature suggests that 

technological change increases with time (Sood and Tellis 2005). New technologies may find it 

easier to disrupt older technologies than other technologies. Hence, we also include the order of 
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entry of technologies in a market as an additional control variable. 

In summary, our new schema leads to seven distinct, falsifiable hypotheses about 

disruption and two control variables, which we now proceed to test.  

Method 

We test these hypotheses using data from seven markets. We collected these data using 

the historical method (Golder and Tellis 1997; Sood and Tellis 2009). Below we detail the 

sample selection and sources, and procedure for collecting the data. 

Sample selection 
We used three criteria in selecting markets. First, we need markets with a minimum of 

two technologies per market to observe the phenomenon of disruption. Second, we need a mix of 

relatively young and relatively old markets. Third, we need some overlap with past research to 

enable comparison. On the basis of these criteria, we chose seven markets: electrical lighting, 

data transfer, computer memory, computer printers, display monitors, music recording, and 

analgesics markets. Note that the first two are utilities, the next four are consumer electronics 

and the last is pharmaceutical. Thus the sample crosses a broad spectrum of technologies, 

markets, and products with technologies that vary in age from a few years to more than a 

century. A unique feature of our sample is that we selected all platform technologies that were 

ever commercialized within each market. Some of these technologies did not achieve much of a 

presence in the mainstream segment and remained limited to a niche. In all, we identify 36 

technologies: nine in computer memory, six in display monitors, five each in computer printers, 

electrical lighting, and music recording, and three each in analgesics and data transfer. Appendix 

1 describes these 36 technologies briefly. In each of these technologies, improvements occur due 

to design and component innovations. Because the latter number in the hundreds, for ease of 
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analysis and exposition, we track disruptions only in platform technologies and not also in design 

and component innovations. Thus, our results apply to platform technologies. 

Sources 
The primary sources of our data are technical journals, industry publications, press 

releases, timelines of major firms, white papers published by R&D organizations, annual reports 

of industry associations, and records in museums which profiled innovations and the 

development of markets. We collect information on technologies available in each market, the 

performance of these technologies at various stages of technological evolution, the supplier of 

these technologies, and the market success of each technology. We also collect information on 

technological performance on both primary and secondary dimensions. 

Procedure 
We follow the general rules for data collection for the historical method. We explain 

eight specific problems we encountered and the rules we used to resolve them. First, we find that 

the scientific principles on which new technologies are based are often discovered in 

laboratories, years and sometimes decades before products based on these scientific principles 

are commercialized. We identify the year of entry of a new technology based on when a new 

product based on a new technology was first commercialized in the market even if the scientific 

principle may have been known or described in a technical paper earlier. 

Second, we find that many firms make various announcements about new products at 

various stages of research and development before launching their products. We identify the first 

firm to introduce a commercialized product in the market even if announcements of prototypes 

have been reported by other firms before the commercialization. Moreover, we find that in some 

cases, a number of firms collaborate on the joint research for a new technology and then share 

licensing rights to products employing that technology. For example, Universal Display 
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Corporation was the forerunner in initial research on OLED display technology. At that time, 

Universal Display Corporation had Sony, Samsung, DuPont, Motorola, Toyota, Pioneer and the 

U.S. Army among its strategic partners. We identify the first firm to commercialize the product 

as the source of new technology in such cases. 

Third, the performance of a technology affects the performance of various products based 

on that technology. To measure the performance of a technology at a point in time, we use the 

performance of the best-performing product among all products based on that technology. For 

example, a hard disk has higher storage capacity than a floppy disk even though both are based 

on the same magnetic storage technology. We searched for records of performance on the 

primary dimension at the time of entry of each technology in both absolute terms and relative to 

its rival technologies. We used this precise information to identify whether the technology made 

an upper or a lower attack at entry. In some cases only cumulative improvements over a period 

of data are available. We assume a uniform rate of improvement to estimate average annual rate 

of improvement in such cases.  

Fourth, many times a firm loses market share because of competitive pressures within the 

market not directly related to the threat posed by the new technology. In such cases, if the 

highest market share passes from one firm to another without a change in the dominant 

technology on which the products are based, we do not consider it a firm disruption as it is not 

caused directly by the new technology. 

Fifth, we identify the incumbency status of a firm introducing a new technology based on 

whether the firm was competing in the same market before that introduction. For example, we 

classify Philips as an incumbent when it introduced MED lamps, because Philips also offered 

incandescent lamps prior to offering MED lamps. On the other hand, we classify Optware as an 
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entrant because it was founded to develop and commercialize holographic storage. Thus, some 

new technologies may be introduced by incumbents who may have only a minor market share 

while others may be introduced by entrants; the new technology may or may not disrupt the 

dominant technology over time.  

Sixth, we collect annual data on firm size for the analyses. However, reliable data on the 

size of firms is not available for all the firms in the sample at the time disruption occurred 

especially for firms in the early part of the 20th century and for non-US based firms. Since 

disruption is already a rare event, we cannot afford to lose these observations because of the lack 

of data on firm size. Hence, we use a dummy variable to indicate the firm size at entry for the 

entire analysis. We classify a firm as small if the firm was new and formed only to introduce the 

new technology. 

Seventh, we track whether new technologies were acquired by an incumbent. We did not 

find any cases where a new technology was acquired before causing firm disruption. 

Eighth, for each market, we exclude any early periods for which there is only one 

technology in a market, because disruption requires at least two technologies. 

Model 
We develop a correlated hazards model based on the method developed by Lillard 

(1993). The model may be characterized as follows. A new technology is introduced in an 

existing market. From the point of introduction, the new technology threatens to disrupt both old 

technologies and incumbent firms using old technologies in the market. The hazards of both 

technology and firm disruption are influenced by a number of time-related factors including 

performance of the technology and age of the market, and by a set of exogenous covariates like 

relative price, order of entry, direction of attack, and source of new technology. We limit the 

analyses to only firm and technology disruption as demand disruption is conflated with firm 
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disruption in our sample, i.e., demand disruption generally occurs with firm disruption or always 

follows it within a short time. However, the same model can be extended to investigate hazard of 

demand disruption for other data using the same approach. We account for the correlation 

between the two hazards to avoid inconsistent standard errors (Lillard 1993).  

The model is essentially a proportional hazard, with covariates shifting the baseline 

hazard. In particular, we model the log hazard of technology and firm disruption, respectively: 

it 0 2 3 4 5 6

it 0 2 3 4 5 6 7

ln h                                ... (1)

ln h                     ... (2)
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 = + + + + + + +

 = + + + + + + + +

'
1 1
'
1 2

β T

α T
 

where E Dummy variable for incumbency which is 1 if firm is an entrant at the time of 

entry of new technology and 0 otherwise 

L Dummy variable for attack, which is 1 if the new technology employs a lower 

attack at the time of entry and 0 otherwise 

S Dummy variable for firm size, which is 1 if firm introducing the new technology 

is small at the time of entry of new technology and 0 otherwise 

C Dummy variable for relative price, which is 1 if the new technology is priced 

lower than the dominant technology at the time of entry and 0 otherwise 

O Order of entry of the new technology 

P Percentage change in performance of the new technology over the prior year 

The subscripts i and t refer to technology and time, respectively. FT λλ  and are error terms 

assumed to be normally distributed, ),0(~ and ),0(~ 22
F

F
T

T NN σλσλ . Further, we allow the two 

error terms to be correlated and assume joint normality such that: 

2

2

0
~ ,                                            ... (3)

0

T
i T TF T F
F

i TF T F F

N
λ σ ρ σ σ
λ ρ σ σ σ

⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠  

Note that we do not include the direction of attack in Equation 1 for the hazard of 
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technology disruption to avoid circularity. The terms t
'
1 1β T and t

'
1 2α T  represent the dependence 

of respective hazards on time via piecewise linear splines, as follows. We denote the time at 

which the dominant technology or firm becomes at risk of disruption by t0 and sub-divide the 

duration t− t0 into Ni + 1 discrete periods, which sum to the calendar time, but which allow the 

slope coefficients to differ within ranges of time separated by the Ni nodes. The spline variable 

for the kth period between nodes 1−kµ and kµ is given by )],min(,0max[)( 11 −− −−= kkkk ttT µµµ .  

Therefore, the two baseline hazards can be written as 

1 21 1

1 1 1 2 1 2
1 1

 and                                   ... (4)
N N

t k kt t k kt
k k

T Tβ α
+ +

= =

= =∑ ∑' '
1 1β T α T

  

Let )( and )( FFTT LL λλ represent the conditional likelihood functions of the time to next 

technology and firm disruption respectively. Then we can write the joint marginal likelihood as 

( ) ( ) ( , )                  ... (5)T F
T T F F T F T FL L f d d

λ λ
λ λ λ λ λ λ∏ ∏∫ ∫  

Here ),( FTf λλ is the joint distribution of the unobserved heterogeneity components 

specified in Equation 4. Thus conditional on λ , technology disruption and firm disruption are 

independent of each other and the conditional joint likelihood can be obtained by simply 

multiplying the individual likelihoods. The marginal joint likelihood is obtained by integrating 

out the heterogeneity term (see Appendix 2 for details).  

We estimate Equations 1 and 2 jointly as a system of equations with technology-specific 

errors correlated across the two equations with aML, a Multiprocess Multilevel Modeling 

software (Lillard and Panis 2003). The complete model is estimated using full information 

maximum likelihood (FIML).Where a closed form solution does not exist, numerical 

approximation can be used (Schweidel, Fader and Bradlow 2008). This software employs the 

Gauss-Hermite Quadrature to approximate the normal integrals.  
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Results 
We identify the primary dimension of competition among competing technologies for 

each market and an objective measure of this dimension (see Table 3a). The data on the markets 

range in time from 53 years for the computer printers market to 127 years for the external 

lighting market. In all, we have 1942 technology-years of data for testing the seven hypotheses. 

Across the sample, only 55% of all technologies cause disruption. Of these, 33% cause only 

technology disruption and 22% cause both technology and firm disruption. The remaining 45% 

of all technologies cause no disruption at all.  

We first present an example of technology evolution and market disruption in the lighting 

market. We then present the results of descriptive analysis, estimates of the hazard model, and 

out-of-sample predictions of the hazard model. Finally, we present results on various patterns of 

disruption including the emergence of new secondary dimensions, and the robustness of results.  

Example of evolution of technologies in the lighting market 
We describe the technological competition and disruption in the external lighting market. 

The market exhibits a total of five platform technologies between 1879 and 2000 (see Figure 2a). 

Only the first two technologies were introduced by small firms – incandescent lighting by Edison 

Lamp Works in 1879 and arc-discharge lighting by Cooper Hewitt Lamp Co. in 1908. Some 

years after the entry of the arc-discharge lighting, General Electric acquired Cooper Hewitt Lamp 

Co. Philips, an incumbent, introduced two of the other three technologies (gas-discharge lighting 

and MED lighting) in 1908, and 1932, respectively. RCA, an entrant to the market, introduced 

the LED lighting in 1971. Two technologies, arc-discharge lighting and gas-discharge lighting, 

used upper attacks at the time of entry. The other three technologies used lower attacks. We 

observe instances of technology disruption in the market that occurred each time the arc-

discharge lighting and gas-discharge lighting crossed each other in performance. Figures 2b to d 
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illustrate the evolution of technologies in three other markets. 

Analysis of technological entry 
We observe only the technologies that enter and not those that do not enter a market. 

Hence, we use a cross-tabular analysis (and not log-linear models) to test the first three 

hypotheses. Based on the extant theory, H1 predicts that technologies entering via a lower attack 

come primarily from entrants. However, contrary to the theory and the hypothesis, 47% of lower 

attacks are from entrants and the remaining 53% are from incumbents (see Table 3b). This 

difference is not significantly different from 0 (Chi2 =0.1; p = 0.80). 

Based on the extant theory, H2 predicts that technologies entering via an upper attack 

come primarily from incumbents. However, contrary to the theory and the hypothesis, only 42% 

of upper attacks are from incumbents while the majority (58%) is from entrants (see Table 3b). 

The difference is not significantly different from 0 (Chi2=0.7; p = 0.39). 

H3 predicts that technologies entering via a lower attack are cheaper than dominant 

technologies at the time of entry. However, contrary to the theory and the hypothesis, only 12% 

of technologies using a lower attack are cheaper than dominant technologies at entry (see Table 

3c). The rest (88%) are more expensive. The difference is significant (Chi2=9.9; p<0.001). 

Analysis of hazard of disruption 
The results of the hazards model are in Table 4. The coefficients of the independent 

variables in this model test the hypotheses H4 to H7. We estimated the model for technology 

disruption and firm disruption separately (Equations 1 and 2 respectively) and jointly under the 

assumption of correlation (Equation 3). Table 4 shows that ignoring unobserved heterogeneity 

results in biased and inconsistent estimates. Unobserved heterogeneity for both technology 

disruption ( 2
Tσ ) and firm disruption ( 2

Fσ ) are significant (t=2.6 and t=27.2 respectively). Also, 

the correlation between the unobserved heterogeneity coefficients (ρTF) is statistically significant 
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(t=11.3).  Additionally the maximized value of log-likelihood is much higher for the correlated 

hazard model. Thus, we only discuss the results of the joint model. 

The baseline hazards are specified as splines. In order to identify the location of splines, 

we used the following procedure. First, we estimate the hazard model with only an intercept and 

a linear log-hazard, i.e., a spline without nodes. This run provides us with estimates of an 

intercept and a slope. We then specify two or three nodes, spread out roughly evenly over the 

years and to approximate the occurrences of disruption in our sample. If the slopes of any two 

adjacent splines are not significantly different, then we combine them into one spline, in the 

interests of parsimony. For the baseline hazard, we select nodes at 5, 15, and 25 years for 

technology disruption and at 8 and 28 years for firm disruption. The difference in the distribution 

of nodes reflects the different distributions of disruptions for technologies and firms. 

Based on extant theory, H4 predicts that the hazard of disruption is higher from an entrant 

than from an incumbent. However, contrary to the theory and H4, entrants are less likely than 

incumbents to disrupt (i.e., the sign of entrant is negative) for both technology disruption (t=-3.1) 

and firm disruption (t=-4.4). Consistent with this result, we find that incumbents more often than 

entrants cause technology disruption (63% vs. 57%) and firm disruption (29% vs. 16%) more 

frequently than entrants. Our result contrasts dramatically with Christensen’s claim (1997, p. 24), 

“the firms that led the industry in every instance of developing and adopting disruptive 

technologies were entrants to the industry, not its incumbent leaders”.  

Based on extant theory, H5 predicts that the hazard of firm disruption is higher if a new 

technology enters via a lower attack. However, contrary to the theory and H5, a lower attack has 

significantly lowers the hazard of firm disruption (t=-3.5). Since technologies entering via a 

lower attack are equivalent to “potentially disruptive technologies,” and only 6 technologies in 
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our sample disrupt using a lower attack, the absolute frequencies suggest that “potentially 

disruptive technologies” rarely cause firm disruption.  

Based on extant theory, H6a predicts that the hazard of disruption is higher if a new 

technology is introduced by a small firm, while H6b predicts the reverse. We find that firms’ size 

does not affect the hazard of disruption. Small firms increase the hazard of technology disruption 

(t=0.6) but lower the hazard of firm disruption (t=-1.5), but none of the estimates are statistically 

different from zero. 

Based on extant theory, H7 predicts that the hazard of disruption is higher if a new 

technology is priced lower than the dominant technology at entry. The results support the 

hypothesis. Relative price of the new technology at entry relative to the dominant technology 

increases the hazard of both technology disruption (t=3.4) and firm disruption (t=5.4).  

The hazard of technology disruption increases with both an increase in performance 

(t=5.2) and in the order of entry (t = 3.5). However, only an increase in performance affects the 

hazard of firm disruption (t=5.4) but the order of entry has no impact (t=1.3).  

Figure 3 plots the baseline hazard for both technology and firm disruption for a new 

technology. Both hazards peak early and decline subsequently but follow somewhat different 

paths.  Firm disruption lags technology disruption by approximately 10 years in our sample. 

Out-of-sample prediction of disruption 
Following Golder and Tellis (1997), we use a jackknife approach to ascertain the out-of-

sample predictive validity of the hazard model in the following way. We re-estimate the model n 

times, each time excluding one target technology, where n is the number of technologies in our 

sample. For each of these n runs, we multiply the estimated parameters of the model with the 

values of the variables of the excluded target technology to predict the hazard of disruption for 

the excluded target technology. For this purpose, we used the uncorrelated hazards model as it 

Marketing Science Institute Working Paper Series 23



 

was more convenient to estimate iteratively and the PHREG procedure in SAS as it allows easy 

programming to estimate iteratively. The SAS procedure provides the Survival function (Allison 

1995). We compare the values of the predicted survival function with a cutoff point (as explained 

below under Predictive Statistics). The first year the survival function falls below the cutoff, we 

predict a disruption. 

 Based on this approach, we make two types of predictions, one at entry and the other, 

one-year updated with the most recent prior year information. The difference in the two 

approaches lies in the difference in the information used to estimate the models, either at entry or 

from each additional year of the subsequent evolution of the target technology. In the latter case, 

if the jth technology has mj years, then there will be a total of 
36

1
j

j

m
=

∑  predictions. 

We show the predictive accuracy of the hazard model in three ways: predictive statistics, 

graphical comparison of actual versus predicted disruptions, and average error in year of 

disruption.  

Predictive statistics 
Traditional summary statistics of the accuracy of the model in predicting disruption are 

specificity and sensitivity. Specificity and Sensitivity are the power of the model to detect true 

negatives and true positives respectively, computed as follows:  

               ... (6)
   

True Negatives True NegativesSpecificity
Actual Negatives True Negatives False Positives

= =
+

 

               ... (7)
     

True Positives True PositivesSensitivity
Actual Positives True Positives False Negatives

= =
+

 

The false positive rate and the false negative rate are simply (1-specificity) and (1-

sensitivity) respectively. The determination of a disruption is made by the analyst when the 

survival function falls below a cutoff value. Choosing too low a cutoff leads to low false 

Marketing Science Institute Working Paper Series 24



 

positives but high false negatives. The reverse is true for choosing too high a cutoff. So we 

choose a cutoff that balances the two error rates. 

Table 5 presents the results for each domain of disruption respectively. Note that for 

prediction of both technology and firm disruption at the time of entry, the out-of-sample 

sensitivity and specificity are both high. For predicting disruption one-year ahead, specificity is 

high for both technology and firm disruption and sensitivity is high for firm disruption. The only 

prediction which is not good is that of sensitivity of firm disruption for updated forecasts.  

Graphical comparison of actual versus predicted disruptions 
Figure 5 compares the actual disruption at entry with that predicted by the models . 

Figure 5a and 5b display the results for technology and firm disruptions respectively.  Note that 

for both graphs, the model’s predictions occur approximately in the years that the disruptions 

actually take place.   

Error in year of disruption 
The error in year of disruption is the difference in years between when the model predicts 

a disruption and when the disruption actually takes place. The results on this measure are in 

Table 5. The mean absolute errors range from .6 of a year for firm disruption via the updated 

approach to 6.1 years for technology disruption via the updated approach. While these figures 

may seem large, recall that these events occur rarely in the life of a technology that spans 

decades and that as of now, the literature has no model, whatsoever, that can predict disruption, 

especially so many years ahead of the event. Specifically, the higher error for technology 

disruption is driven by two false positives for impact printer and incandescent lighting that occur 

over the long lives of these two technologies. 

Patterns of disruption 
We find some patterns in the two types of disruption that are worthy of note. 
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First, at many points in time, competing technologies co-exist. In some cases, disrupted 

technologies continue to survive and co-exist with the new technology by finding a niche. For 

example, dot matrix printers continue to co-exist with laser and inkjet printing technologies. This 

suggests that the phenomenon is not as ‘fatal’ or ‘final’ as the term implies. It is true that some 

technologies do die, but many continue to survive even after being disrupted. 

Second, some technologies experience disruption in one domain but not in another 

domain. For example in the lighting market, incandescence continues its dominance in the 

demand domain for many decades even though it was disrupted in the performance domain by 

higher performing technologies. We also observe that firms that introduce a new technology may 

not be the ones to cause disruption. In many cases, other firms may subsequently promote the 

new technology and cause disruption. For example, even though Optel Inc. introduced the LCD 

technology, it was Samsung that disrupted the incumbents and became the market leader. Hence, 

first mover advantages are not sufficient for disruption. 

Third, most technologies do not improve smoothly over time (see Figures 2a to 2d) as the 

theory of disruptive innovations predicts. Neither do most technologies improve in the shape of 

S-curves (Foster 1986). Rather, improvement is sporadic with many periods of no improvement 

followed by spurts of big improvements. For example, gas discharge was stagnant for many 

years and lost technological superiority to a competing technology, arc discharge, which 

improved frequently every few years after its entry. However substantial improvement after 

almost twenty years propelled gas discharge into a position of superiority again. 

Fourth, there is a fascinating dynamic of emergence of new secondary dimensions of 

performance. We find that a new technology almost always introduces a new dimension of 

importance even while competing with old technologies on the primary dimension (see Table 
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6a). For example, in display monitors, LCDs introduced the dimension of compactness, Plasma 

brought into focus the dimension of screen size, and OLED brought into play the dimensions of 

convenience and low power consumption. These secondary dimensions appeal to various niche 

segments. However, in all cases, the competition for the mainstream segment was still on the 

primary dimension of performance, (e.g., resolution in desktop monitors), which continued to 

improve substantially over time.  

Finally, contrary to current belief, we observe multiple disruptions or crossings between 

paths of technological performance. This pattern occurs when technology disruption by a new 

technology is not permanent, because a technology which has been surpassed in performance, 

regains technological leadership. We find a total of 4 cases of multiple technology disruptions: 

two in computer memory and two in electrical lighting. Thus disruption is not permanent as 

extant theory suggests. At the same time, we do not find cases of multiple firm or demand 

disruption so far in our sample. 

Robustness of results 
We carried out five analyses to assess the robustness of our results. First, one would be 

concerned that the theoretical relatedness in some of our independent variables may create a 

problem of multi-collinearity. However, we find that the results of the hazard model are robust to 

the selection of variables. In particular, the significance and effect of each variable does not 

change much whether each variable is included individually or combined with all others. The 

correlation between the two key variables of interest - incumbency and type of attack is low (.1). 

Estimates of variance inflation factors, using a multiple regression model with the same data and 

variables, suggest VIF values of less than 2. Thus, multi-collinearity is not a problem in our data 

(Hair et al 2006).  

Second, one could argue that the frequency of occurrence reported in our results could 
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suffer from censoring bias, because not enough time has elapsed for disruption to occur. To 

assess the severity of this problem, we do a split sample analysis, dividing our sample by a 

median split on the year of entry. This yields two sets of technologies – one introduced before 

and the other after 1960, each with 18 technologies. Note that in general, disruption occurs more 

frequently in the sample after 1960 than in that before 1960 (see Table 6b). However, even in the 

post-1960 sample which allows for a time period of at least 40 years, the occurrence of 

disruption is not high, contrary to the dire warnings of extant theories.  

Third, we also tested the impact of two more variables in the hazard model –change in 

performance of dominant technology and difference in the change in performance of the two 

competing technologies. Both these variables could affect the hazard of disruption by the new 

technology for the following reasons. First, disruption may become easier as the dominant 

technology matures and improves slowly (Foster 1986). Second, difference in the performance of 

the two competing technologies may increase the hazard of disruption of the dominant. We 

added these variables in the hazard model to test these expectations. The results were not 

materially different from those reported here. 

Fourth, we redo the analysis for one industry using resolution per dollar rather than only 

resolution. The results are in Figure 4 and Table 6c. The results are consistent with the original 

analyses for all markets using absolute performance. Four technologies use a lower attack, but 

only one of these (pen plotter) is from an entrant, the rest are from incumbents. The one 

technology using an upper attack is from an entrant. All five new technologies are more 

expensive than the dominant technology at the time of entry. There is only one disruption: inkjet 

disrupts dot-matrix in 1987. Ink-jet was introduced by IBM which was an incumbent. Thus, in 

this market, using resolution per dollar, the pattern of results is very similar to that in other 
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markets using absolute performance. 

Fifth, we tested many interactions in the model. However, the correlated hazards model 

fails to converge when these interaction terms are added to the model, probably because of few 

events per interaction term. So we chose to retain and test only the variables directly suggested 

by the theory of disruptive innovations. 

Discussion 

While making strong claims that are quite popular, the theory of disruptive innovations 

lacks precise definitions, suffers from tautologies, lacks adequate empirical testing, and has no 

predictive model. We attempt to remedy these problems with a new schema, new empirical data, 

and a new predictive model. The proposed schema has clear definitions and distinguishes 

between types of technologies, types of attacks, and domains of disruption. The schema allows 

us to derive seven testable hypotheses. We test these hypotheses with a hazard model on data 

from all 36 technologies in 7 different markets. Further we carry out an out-of-sample predictive 

analysis that shows good to high sensitivity and specificity. The test and results apply to platform 

technologies. This section summarizes the findings from this test, discusses implications, and 

points out some limitations of the research.  

Summary of findings 
Contrary to extant theory: 

• Technologies that adopt a lower attack or “potentially disruptive technologies” 

o are introduced as frequently by incumbents as by entrants 

o are not cheaper than old technologies 

o rarely disrupt firms 

• The hazard of disruption by incumbents is significantly higher than that by entrants. 
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• Lower attack reduces the hazard of firm disruption. 

However, consistent with extant theory: 

• Low price of new technologies increases the hazard of disruption. However, most new 

technologies, unfortunately, are not priced lower than dominant technologies at entry. 

Implication 

These results suggest that many aspects of the theory of disruption are exaggerated if not 

inaccurate. They raise one big question. Is the theory totally wrong? Not so. The theory is right 

in one aspect: The hazard of disruption by low priced new technologies is higher.  

While entrants with lower attacks do cause disruption, this event has been exaggerated.  

Though an entrant disrupting a well-funded, giant incumbent with a lower attack always makes 

for a good story, such disruptions account for only a small fraction of all cases. For example, 

only 8% of all technology disruptions and 25% of all firm disruptions were caused by entrants 

using a lower attack. 

The term “disruptive technology” has been attributed to technologies entering via a lower 

attack. By our results, the frequency of the latter event has been exaggerated and so called 

“disruptive technologies” rarely disrupt! For example, although 47% of all technologies adopt a 

lower attack, only 16% of all technologies cause technology disruption and only 14% of all 

technologies cause firm disruption via a lower attack. However, the threat of lower attacks 

should not be completely discounted. Lower attacks are important because managers of 

incumbent firms may tend to ignore or belittle a new technology that initially seems inferior to 

the dominant technology. Some of these new technologies can improve enough so as to disrupt 

the initially superior technology.  

Incumbents may take hope from our results in that incumbents cause 50% of all 
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technology disruptions and 62% of all firm disruptions. However, in all markets, even though 

incumbents introduced more technologies and caused more disruption than entrants, many 

incumbents lost market dominance and subsequently failed. Hence, there is no room for 

complacency. Entrants do disrupt. And for entrants to account for many disruptions, often 

without the expertise, market knowledge, or resources of the incumbents, is quite impressive. A 

key issue is why some incumbents fail while others succeed. We suspect that the internal culture 

of the firms is probably a key factor responsible for disruption, rather than any external threat per 

se, such as a new technology or strategy. 

Limitations  

We acknowledge some limitations of the study which could be the basis of future 

research. First, because of the time-consuming nature of data collection, we were able to analyze 

only seven markets. However, that number still yields 36 technologies, which we track for an 

average of 50 years. This is probably a more comprehensive sampling than prior research in the 

field. Second, we were not able to get data on the performance per dollar of all technologies for 

all years. A number of authors emphasize the need to incorporate such metrics for a richer 

analysis of performance. Third, our results apply to platform technologies because we do not test 

the disruptive potential of design and component innovations, product innovations, or business 

model innovations due to both limitations of data and the large number of such innovations. 

However, each of these levels of innovations may also have disruptive potential. Fourth, because 

of the extensive technological and historical focus of this study, we did not obtain behavioral and 

cultural aspects of the firms involved in technology competition. We suspect that these may be 

important predictors of firm disruption. Fifth, our results may be susceptible to censoring. 

However, even when given over 40 years of time, the occurrence of disruption never came close 
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to the values claimed by extant theories. Sixth, we did not encounter any cases of an incumbent 

acquiring a potentially disruptive technology before a disruption occurred. Nevertheless this 

could be a viable strategy and needs to be studied.  
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Appendix 1:  

Operating Principles of Sampled Technologies 

Electrical Lighting 
1. Incandescent: Generates light by heating up thin metallic wires with an electric current 
2. Arc Discharge: Emits light by arc formed between two electrodes oppositely charged by an 

electric current in a high-pressure gas chamber 
3. Gas Discharge: Electrons excited by passing an electric current in a low-pressure gas 

chamber emit light 
4. LED: Emits light in n-p transition zone under influence of an electric potential 
5. MED: Emits light by microwaves from induction coil inside the bulb to excite the gas. 

Computer Memory 
6. Punched Cards: Records data by punching holes into paper or cardboard medium, which 

can be read electrically or optically  
7. Magnetic: Records data by passing a frequency modulated (FM) current through the disk 

drive's magnetic head that magnetizes the particles of the disk's recording surface. 
8. Vacuum Tubes: Records data by an electronic device that controls the flow of electrons in a 

vacuum. 
9. Electrostatic Storage tubes: Records data by writing a grid of dots and dashes (or dim and 

bright dots) to the CRT, sensed by the collector plate that flips up directly over the CRT 
(Williams Tube).  

10. Acoustic Delay Lines: Records data by a simple acoustic delay line, consisting of a delay 
medium and two transducers.  

11. Semiconductor: Records data in static memory, where each cell uses a flip-flop made from 
four or six transistors.  

12. Optical: Stores data using the laser modulation system, where changes in reflectivity are 
used to store and retrieve data. 

13. Magneto-optical: Records data using the magnetic-field modulation system and reads the 
data with a laser beam. 

14. Holographic storage: Records data using collinear holography, whereby two lasers, one red 
and one blue-green, are collimated in a single beam.  

Computer Printers 
15. Impact: Forms an image by striking a hammer against an ink ribbon to print closely spaced 

dots that form the desired image  
16. Pen Plotter: Forms graphic images on paper with pens controlled by small electrical motors. 
17. Inkjet: Forms an image by spraying ionized ink at a sheet of paper through micro-nozzles 
18. Laser: Forms an image on a photosensitive surface using electrostatic charges, transfers the 

image on to a paper using toners, and then heats the paper to make the image permanent 
19. Thermal: Forms an image on paper by heating ink through sublimation or phase change 

processes. 

Display Monitors  
20. Scanning Disk: Forms an image by first breaking up an image into tiny bits by using a 

rotating “scanning disk” and converting each slice to a varying electric signal in the 
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photocell. The signal is then transmitted to a distant receiver and reassembled into a crude 
picture.  

21. CRT: Forms an image when electrons, fired from the electron gun, converge to strike a 
screen coated with phosphors of different colors 

22. LCD: Forms an image by passing light through molecular structures of liquid crystals 
23. Plasma: Forms an image by passing a high voltage through a low-pressure electrically 

neutral highly ionized atmosphere utilizing the polarizing properties of light 
24. OLED: Forms an image by combining positive and negative excitons (holes emitted by 

anodes and electrons emitted by cathodes) in a polymer dye through the principle of 
electroluminescence. 

25. ELD: Forms an image by switching between a ‘reflect’ and a ‘not-reflect’ condition of liquid 
crystal molecules by applying electric power to transparent electrodes. 

Music Recording 
26. Mechanical: Records sound by producing grooves on a soft rotating cylinder by a stylus and 

lever assembly. 
27. Electrical: Records sound by electromagnetic cutting head driven by electronic amplifiers. 
28. Magnetic: Digitizes sound in a pattern of 0s and 1s recorded in patterns of magnetic flux on a 

tape coated with ferric oxide powder by a small, circular electromagnetic head. 
29. Optical: Sound is digitized in a pattern of 0s and 1s and recorded in a spiral track of 

microscopic bumps/pits on a plastic surface by a laser. 
30. Semiconductors: Sound is digitized in a pattern of 0s and 1s and recorded as low and high 

voltage states in a grid of transistors embedded in a semiconductor chip. 

Analgesics 
31. Opioids: Reduces generation of pain signals by inhibiting the action of Cox enzymes 

responsible for inflammation. 
32. NSAIDs: Reduces brain sensitivity to pain by imitating the body's own painkilling chemicals 

and binding to pain-sensing sites throughout the brain. 
33. Acetaminophen: Preferentially inhibits pain by disrupting the activation of Cox enzymes. 

Data Transfer 
34. Cu/Al: Transmits data in the form of electrical energy as analog or digital signals. 
35. Fiber Optics: Transmit data in the form of light pulses through a thin strand of glass using 

the principles of total internal reflection. 
36. Wireless: Encodes data in the form of a sine wave and transmits it with radio waves using a 

transmitter-receiver combination. 
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Appendix 2:  

Statistical Formulation and Estimation of Hazard Model 

This section presents the general formulation and the method of estimation of the hazard 

model used in this paper. Since the two hazard equations on technology and firm disruption share 

the same basic structure, we first describe the details in a generic form and then present the joint 

marginal likelihood function. The log- hazard equation is written in generic form as 

0 2ln h(t) (t) (t)                                         ...(B1)Xβ λ = + + +' '
1β T β  

where T(t) is a vector of piecewise linear spline variables representing duration 

dependence, X(t) is a vector of exogenous covariates, and λ is a normally distributed residual 

term representing heterogeneity (unobserved but constant) λ ~ N(0,σ2).  

The baseline survivor function is then given by: 

0 ( )
0S ( ) exp                                 ...(B2) 

q

t

t

t e dβ τ τ+
⎧ ⎫⎪ ⎪ = −⎨ ⎬
⎪ ⎪⎩ ⎭

∫
'
1β T

 

Where tq is the time of introduction of the new technology and t>tq. The duration is 

divided into ranges of time over which the time-varying covariates are constant (we use 1 years 

periods in the paper). The conditional survivor function then represents the probability that 

technology i will disrupt an old technology after time t, conditional on the sequence of covariates 

X(t), and on the unobserved residual component λ, and is given by:  

{ }2exp ( )1
0

0
1 0

S ( )S ( , ( ), )               ...(B3)
S ( )

sX tsS

s
s

tt X t
t

λ

λ
++

=

⎡ ⎤
 = ⎢ ⎥

⎣ ⎦
∏

'β

 

where S is the number of subintervals within which covariates X(t) are constant, X(ts) are 

the values of the covariates between time ts and ts+1, and tS+1=t .The conditional likelihood of a 

completed duration t* is given by: 
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( ) ( )f (t*,  X t * , )  S(t*,  X t * , ) h(t*, )           ...(B4)λ λ λ=  

The survivor and density functions are combined into the conditional likelihood notation 

covering both the censored and uncensored cases 

 

( )
( )

S(t **,  X t ** , ) if censored (at t=t**)
L( )=               ...(B5)

(t*,  X t * , ) if uncensoredf
λ

λ
λ

⎧
⎨
⎪⎩  

When only one hazard process is considered (e.g. when estimating the uncorrelated 

hazards), the "marginal" likelihood function is obtained by integrating over the range of the 

heterogeneity component, λ, and is given by 

1L ( ) ( )                                    ...(B6)L
λ λλ

λφ λ
σ σ

 = ∫   

When we account for correlation between the two hazards, we assume that all correlation 

is captured by the heterogeneity components. Given this, the joint conditional likelihood of the 

set of observed outcomes is the product of the conditional probabilities of the individual 

outcomes. The full marginal likelihood is obtained by integrating over the range of the 

heterogeneity components, λT and λF, and is given by, 

( , | )
L ( ( )( ( )         ...(B7)

T F

T FT F

T F
N

T FT F
T F T F

i

L L d d
σ σ

λ λλ λ

λ λφ ρ
σ σ λ λ λ λ

σ σ
 = ∏∫ ∫  

Where both integrals range from -∞ to +∞, and the correlation matrix Ω is : 

1
                                                                 ...(B8)

1TFρ
⎛ ⎞

Ω = ⎜ ⎟
⎝ ⎠

 

Estimation is based on maximization of the marginal likelihood (for details see Panis and 

Lillard 1993). 
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Table 1:  
Definition of Technologies 

Our Schema Christensen’s Schema 

Our Terms Basis Christensen’s 
Terms Basis 

Platform Scientific 
Principles 

Disruptive 
New technology inferior on 
primary but superior on 
secondary dimension 

Sustaining 
Displacing 

New technology superior on 
primary 

Design Linkages or 
Layout 

Sustaining 
Incremental, 
Disruptive 
 

Small improvement in current 
technology on primary 
dimension 
(disruptive as defined above) 

Component Materials or 
Parts 

Sustaining Radical, 
Disruptive 

Large improvement in current 
technology on primary 
dimension 
(disruptive as defined above) 

 

Note: Christensen uses the term disruptive for all three levels, including platform, design, and component 
innovations. 
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Table 2:  
Classification of Studies in Literature Based on Proposed Schema 

 
Performance (Entry) of New Technology 

Lower Attack Upper Attack Both Attacks 

D
om

ai
n 

of
 D

is
ru

pt
io

n 

Firm 
(Competitive 

Survival) 

Disruptive innovations 
(Christensen 1997)  

 
Potentially disruptive 

innovations  
(Raffi & Kampas 2002)  

 
Radical Innovation 

(Utterback and Acee 2005) 
 

Low-end Disruptions 
(Govindarajan and Kopalle 

2005) 

Sustaining Displacing 
Innovations  

(Christensen 1997)  
 

Technological 
Discontinuity  

Competence Enhancing/ 
Destroying Innovations  
(Tushman & Anderson 

1986) 

 
Low-end and High-end 

Disruptions  
(Govindarajan and Kopalle 

2006) 

Demand 
(Market 

Acceptance) 

Disruptive technologies 
(Adner 2002)  

 
New technology  

(Levinthal 1998; Utterback 
& Acee 2005) 

Down-market progression 
(Utterback & Acee 2005) 

 
New Technology 
(Levinthal 1998) 

Attack from below and 
Down-market progression 
(Utterback & Acee 2005) 

Technology 
(Performance 

Evolution) 

New technology  
(Levinthal 1998)  

 
Radical Innovation 
(Utterback 1994)  

 
Theory of S-Curves  

(Foster 1986)  
 

Technological trajectories 
and discontinuous 

Innovation  
(Dosi 1982) 

 Platform Technologies 
(Sood and Tellis 2005) 

 All Domains   This paper 
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Table 3: 
Patterns of Entry 
 

Table 3a: Dimensions of Competition 

Market Primary Dimension Measure 

Electrical Lighting Lighting Efficacy Lumens per Watt 

Data Transfer Transfer Speed Bits per second 

Computer Memory Storage Capacity Megabytes per square inch 

Computer Printers Print Resolution Dots per square inch 

Display Monitors Screen Resolution Pixels per square inch 

Music Recording Storage Capacity Megabytes per square inch 

Analgesics Efficacy in Pain 
Reduction Number Needed to Treat (NTT) 

 
Table 3b: Frequency of New Technologies by Attack, Source and Price  

 Lower attack Upper attack 

Source 

Entrant 47% 58% 

Incumbent 53% 42% 

Total 100% 100% 

Price Relative to 
Dominant Technology 

at Entry  

High Price 88% 89% 

Low Price 12% 11% 

Total 100% 100% 
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Table 4:  
Results of Hazard Model on Disruption 

Parameter 

Uncorrelated Hazards Correlated Hazards 

Technology 
Disruption 

Firm  
Disruption 

Technology 
Disruption 

Firm  
Disruption 

Est. (t-value) Est. (t-value) Est. (t-value) Est. (t-value) 

Technology Disruption Spline 
   Spline: 0 - 5 years -.77 (-16.4) 

 

-.77 (-18.5) 

 
   Spline: 5 - 15 years .21 (7.9) .21 (5.7) 
   Spline: 15 - 25 years -.10 (-2.4) -.31 (-4.5) 
   Spline: > 25 years -1.81 (-22.3) -1.81 (-3.7) 
Firm Disruption Spline 
   Spline: 0 - 8 years 

 

.38 (5.8) 

 

.38 (15.6) 
   Spline: 8 - 28 years -.06 (-3.7) -1.90 (-6.0) 
   Spline: > 28 years -.22 (-8.2) -2.70 (-2.2) 
Intercept .89 (9.1) .89 (.6) .89 (1.8) .89 (1.3) 
Entrants -3.72 (-33.9) -3.22 (-4.4) -3.62 (-3.1) -3.02 (-4.4) 
Lower Attack NA -2.00 (-2.2) NA -2.60 (-3.5) 
Small Firm .07 (1.2) -1.56 (-1.9) .41 (0.6) -1.46 (-1.5) 
Low Priced .22 (38.1) .32 (4.8) .12 (3.4) .35 (5.4) 
Performance Improvement 1.23 (35.3) 1.33 (5.0) 1.13 (5.2) 1.33 (5.4) 
Order of Entry .39 (20.4) 1.94 (2.5) .39 (3.5) .94 (1.3) 
Heterogeneity .7 (8.5) 1.70 (2.5) 2.38 (2.6) 1.70 (27.2) 
Correlation .15 (11.3) 
Log Likelihood -2620.9 -7595.2 -9893.0 
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Table 5: 
Out of Sample Predictive Accuracy 

At Entry Technology 
Disruption 

Firm 
Disruption 

Specificity 63% 71% 

Sensitivity 75% 63% 

Mean Absolute Error 3.6 years 1.3 years 

Updated Forecasts   

Specificity 85% 69% 

Sensitivity 55% 49% 

Mean Absolute Error 6.1 years .6 years 
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Table 6: 
Patterns of Disruption 

Table 6a: Secondary Dimensions of Competition 

Market Secondary Dimensions 

Electrical Lighting Cleanliness/ Safety, Brightness, Life, Size, Modularity 

Data Transfer Mechanization, Bandwidth, Connectivity 

Computer Memory Mechanization, Mutability, Accessibility, Addressability, Transfer 
speed, Life, Capacity 

Computer Printers Mechanization, Graphics quality, Speed, Simple design 

Display Monitors Mechanization, Compactness, Screen size, Brightness, Flexibility, Low 
power consumption 

Music Recording Play Time, Duplication, Mutability, Size, Life 

Analgesics Recovery speed, Targeted action, Risk-benefit balance 
 

Table 6b: Occurrence of Disruption by Time Period 

Time of 
Introduction 

Technology Disruption Firm Disruption 

No Disruption Disruption No Disruption Disruption 

Before 1960 28% 22% 41% 9% 

After 1960 17% 33% 36% 14% 
Note: % of all technologies (36) 

 
Table 6c: Technology Dynamics in Printer Market*  

Printer  
Technology 

Characteristics of New Technology at Entry 

Lower Attack Entrant Small Firm Low Priced 

Dot Matrix Yes No No No 

Pen Plotter No Yes Yes No 

Laser Yes No No No 

Inkjet  Yes No No No 

Thermal Yes Yes No No 
* Using Resolution Per Dollar 
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Figure 1: 
Theory of Disruptive Innovations 
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Figure 2: 
Empirical Path of Technological Evolution in 4 Markets 

Figure 2a: External Lighting  Figure 2b: Desktop Printers * 

Figure 2c: Data Transfer *  Figure 2d: Analgesics 

Note:  * Performance on Y axis is in Log Scale 
           + Accurate performance records of efficacy of Acupuncture not available prior to 1971 
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Figure 3: 
Baseline Hazards: Technology and Firm Disruption 
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Figure 4: 
Technology Dynamics for Desktop Printers  
(When Performance is Measured as Resolution per Dollar) 
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Figure 5: 
Predictive Ability of Hazard Model at Entry 

Figure 5a: Predicted vs. Actual Technology Disruption 
 

 
 

Figure 5b: Predicted vs. Actual Firm Disruption 
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